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ABSTRACT 
The emergence of Internet of Things (IoT) across the 
World opens new horizons for intelligent mobile robots, 
communication and coordination between connected 
objects and mobile robots is one of main research areas, 
In this paper, we present challenges facing middleware, in 
order to develop a Distributed Artificial Intelligence 
(DAI) in collaborative way, and benefit fully robots from 
their smart environment.  
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1. Introduction 
 

One of the common problems is to extend 
mobile robots capabilities especially for the old ones that 
exist already in market. The evolution of sensors enabled 
robots to better apprehend environment in which they 
live; However, many challenges remain to raise, among 
others: the computational power limit of electronic 
components, the various hardware and software 
composing robots, and the diversity of communication 
protocols.  

Very large investments in IoT domain are planned 
over the next few years [1], and installed connected 
objects reached 4.9 trillion worldwide by 2015 [2], which 
present big opportunity for robots, allowing them 
expanding their perceptions and their actions onto the 
outside world by developing appropriate methods to 
communicate with (connected objects, databases, web 
service), so they will be able to solve more problems and 
offer more services, such as in the medical domain [3]. 

Middleware comes here to play an important role by 
providing the necessary architecture for communication, 
managing data in distributed context, and allowing 
independence from the heterogeneity of hardware and 
operating system, 

The rest of the paper is organized as follows. 
Section 2 we will introduce our motivation and vision on 

which we will base our approach. Section 3 briefly 
surveys the related work. Section 4 presents the criteria 
that we will adopt in our study. Section 5 is an evaluation 
of some middleware. Section 6 concludes the paper and 
outlines some possible future work. 
 
2. Motivation and background 
 
 Robot’s AI was developed until now in an individual 
way, each research team proposes appropriate solutions in 
relation to a specific situation. We believe that the future 
of the development of AI, must be done in a collaborative 
manner, we must be able to provide researchers and even 
any interested person, a unified way to contribute to the 
enrichment of solutions, and on the other hand, allow 
developers to extend the capabilities of their 
robots/machine by using these solutions in a transparent 
manner. 
 To reach this goal we must keep in mind different 
types of AI, namely: machine learning (deep learning, 
predictive analytics), natural language processing, 
planning scheduling and optimisation, perception (speech, 
vision…), expert systems…  
 The solution we propose to encourage such effort 
synergy is a Collaborative Open Platform for a DAI 
(COPDAI). Figure 1 shows multi-level that compose our 
vision:  

• The Worldwide AI community: it concerns all 
researchers that want enrich AI repository and 
solution. 

• The Software suite to define and enrich the AI 
Solutions: It must provide among other things a 
common language to define AI solutions and a 
common way to package solutions and expose 
these solutions like services. 

• The Worldwide AI solutions repository: with all 
utilities provided by the software suite, the 
community can enrich the different types of AI. 

• The Worldwide knowledge repository: this 
repository will contain data collected from 
different local smart environment and robots, 
allowing large coordination between theses 
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connected object, and allowing community 
running simulation in differed time based on 
collected data, this repository is fed either from 
the local knowledge repository or directly from 
the community. 

• The local AI solutions repository: this repository 
load solutions from the Worldwide AI solutions 
repository, to keep local environment 
independent if communication breakdown. 

• The local knowledge repository: this repository 
contain all data collected in the smart 
environment and from robots execution, it is free 
to developer to allow transfer of these data to a 
Worldwide knowledge repository, the 
synchronisation can be in real time or in differed 
time. 

• Robots Developers: represent the team that work 
in specific mobile robot project in smart 
environment. 

We want notice that they may have several levels between 
Local repository and worldwide repository, such as city 
repository or other levels, but it will be the same as the 
relation explained in this figure. 
 

 
Figure 1. Bird view of our COPDAI vision 

 To enhance robots perception, they must correctly 
communicate with the connected objects, and between 
them. After that came the step to communicate with top 
level by sending all collected data. The middleware can 

handle for us this communication, so we were led to make 
a comparative study, and evaluate some middleware, and 
their degree of satisfaction to our needs. 

3. Related Work 
 
 Several studies were made to compare and evaluate 
middleware; there were some that are focus in 
middleware oriented smart environment, and other that 
focus on middleware for robotic applications, here we will 
make an overview of these studies, lifting the most 
interesting points that will help us choosing general 
criteria, and also some of middleware that we will discuss 
in section 5. 
 
 In [4] the authors chose as evaluation criteria: Vendor 
locking which express the portability of the middleware 
across multiple platforms, durable data storage services, 
robustness to failures, management and monitoring 
middleware components, multi robot coordination 
services which represent tools to make consensus over 
network shared values, and at last supported 
communication. The middleware studied here were 
Player/Stage [5], Robot operating system (ROS) [6], Miro 
[7], Microsoft Robotics Developer Studio (MRDS) [8], 
Marie [9], Orca [10], Pyro [11], DAvinCi [12], Rapytua 
[13]. According to their study, we decide to include ROS 
in our evaluation especially because it satisfy partially the 
durable data storage services and or its open source side, 
also we retain that none of the presented middlewares are 
fully suitable for a large scale multi-robot system. 
 In [14] the authors chose as evaluation criteria: 
Architectural approach, Robot software used, Simulation 
Environment, Standards and Technologies Used, 
Distributed Environment, Security for Controlling Access, 
Fault Detection and Recovery, Real-Time Capability, 
Behaviour Coordination, Open Source, and dynamic 
configuration of connections between services of 
components at runtime. The middleware studied here 
were: Orocos [15], Pyro [11], Player/Stage [5], Orca [10], 
Miro [7], OpenRTMaist [16], ASEBA [17], MARIE [9], 
RSCA [18], MRDS [8], OPROS [19], CLARAty [20], 
ROS [6], SmartSoft [21], ERSP [22], Webots [23], 
RoboFrame [24]. According to their study, we decide to 
include real time capability and open source as criteria in 
our evaluation; we also noticed that security still an issue 
for most of middleware studied including ROS. 
 In [25] the study targeted middleware for smart 
environment and smart object, the authors chose as 
evaluation criteria: Abstraction over heterogeneous input 
and output hardware devices, Abstraction over hardware 
and software interfaces, Abstraction over data streams 
(continuous or discrete data or events) and data types, 
Abstraction over physicality (location, context), 
Abstraction over the development process, Heterogeneity 
and Application Development, Augmentation Variation of 
Smart Objects, Management of Smart Object, and 
Evolution of Smart Object Systems. The middleware 
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studied here were: ROS [6], iRoom [26], Aura [27], 
Context Toolkit [28], JCAF [29], Gaia [30], Ambient 
Agoras [31], Voyager [32], Smart-Its [33], UbiComp [34], 
FedNet [35], Smart Products [36], and ACOSO [37]. 
According to their study, we decide to include ACOSO, 
JCAF, Voyager, and Aura in our evaluation especially 
because they are equipped with Knowledge Management 
Model. 
 In [38] the study focus on challenges in middleware 
solutions for the IoT, the authors chose as evaluation 
criteria:	Interoperability, scalability, abstraction provision, 
spontaneous interaction, unfixed infrastructure, 
multiplicity, security and privacy. The middleware 
studied here were: UBIWARE [39], ROS [6], TinyREST 
[40], and those [41-45]. According to their study, we 
decide to include UBIWARE as it answer all 
requirements expect security and privacy. 
 In [46] the study the adoption of Multi-Agent System 
(MAS) paradigm, and compared some middleware related 
to some criteria that we will include in our comparison: 
Supported operating systems, distributed architecture, 
communication mechanisms, Naming service, Renaming, 
Lookup service, Discovery service, Introspection and 
distributed management tools, Transport mechanisms, 
Message format and type marshalling. The middleware 
studied here were: JADE [47], ROS [6], Mobile-C [48], 
YARP [49], OpenRDK [50], OpenRTM [16], OROCOS 
[15], ORCA [10]. 
 
4. Evaluation Criteria 
 
 Before introduction the criteria that we will base on it 
our comparison, we want raise some important problems 
that we must take care in order to satisfy our global 
vision, among other things:   
 The robots are equipped with their computer system 
allowing the control of their outputs, and acquire 
information from their inputs. These systems are either 
embedded or external or hybrid: on one hand, AI and 
calculation are external to robot; on the other side, the 
command part and acquisition are embedded. 
 Embedded systems in robots run on low performance 
electronic components, which explain the poor adoption 
of AI, as it requires very high performance in both 
calculations and data storage. So can we extend the 
capabilities of existing robots, without changing their 
current hardware? 
 Some Robotic Development Environment (RDE) use 
latest technologies, in term of programming languages 
and communication protocols, such as: JAVA, SOAP. 
However, in real world applications, the limitation of 
resources make most of these architectures not suitable, 
on other side, is found more appropriate technologies like 
C, C++, CORBA but lack when we want extend robots 
capabilities to better communicate with the outside world 
[51]. 
 In real life, not all connected object support Ethernet 
communication, there is a lot of of them that support only 
Bluetooth or Infrared communication, also we must 

imagine a solution for those supporting Fieldbus such 
CANBUS, Serial lines… 
 After this explanation we can now introduce our 
evaluation criteria: 

• Scalability: Since the IoT is expected to support 
a large number of devices; scalability seems to 
be one of the major challenges faced by the 
middleware approaches. 

• Architecture paradigm: each middleware may 
adopt on or more paradigm like the MAS, Cloud 
computing, Web services, Component based, 
Object Oriented, Event based… adopting a 
paradigm influence radically the way 
middleware act so it is important to determine 
this criteria.  

• Supported operating systems (OS): the 
middleware should provide an abstraction over 
the OS or at least support (Windows and Linux 
OS). 

• Programming language: the middleware should 
provide an abstraction over the programming 
language or at least allow developing with main 
language as C, C++, JAVA, PYTHON, there is 
other language more suitable for Expert System 
such as LISP and PROLOG. 

• Distributed architecture: We think that a peer to 
peer (P2P) architecture will bi suitable for 
communication between connected object and 
robots, however we think that Client/Server 
architecture will be more suitable for 
transmitting data from/to Worldwide knowledge 
repository or Worldwide AI solutions repository. 

• Communication: the communication can be 
evaluated at different levels: 

1. Protocol of communication: on of the 
challenge facing middleware is to 
support multi protocol communication, 
like: MODBUS, ZIGBEE, Z-WAVE, 
BLUETOOTH, INFRARED, MQTT… 
and expose a common way to transmit 
messages. 

2. Transport mechanisms:	 most 
middleware are often designed to 
transmit message over an Ethernet. 
However, Field Buses, such as 
CANBus, I2C, EtherCAT, Serial lines, 
FireWire, PROFIBUS, and even PCI 
still a real challenge. 

3. Message format and type marshalling: 
most known type are XML, YAML, 
JSON, BINARY… the most important 
here is the portability of the solution 
chose by middleware designer. 

4. Node communication: there are 
different ways that nodes can exchange 
message such as: Simple messages 
(broadcast, multicast, send, receive, 
send/receive), Publish/Subscribe to a 
certain Topics, Events (They are also 
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known as the observable/observer 
patterns), Services (This is a 
communication mechanism that allows 
the remote execution of a procedure; the 
remote procedure call (RPC))… 

5. Communication language: language can 
define not only message form, but also 
handle-processing information; some 
attempt was made like here [52] with 
Horn clause. 

• Lookup service: Connected objects or robots will 
look for a connected object or a robot by services 
offered, robots and connected objects must 
register with this directory at boot time, and keep 
indicating their operational state periodically. 

• Renaming: (Remapping). During deployment, a 
service or a resource must be fully qualified by 
Universal ID (UID), to avoid any call confusion. 

• Naming service: known as the White Pages 
service, which allows the localization of a 
resource by name or ID or UID 

• Discovery service: A connected object can enter 
or leave a smart environment at any time, so the 
middleware must deal with this problem. 

• Introspection and distributed management tools: 
Monitoring, introspection, debugging and 
administration are fundamental problems in a 
distributed system 

• Knowledge Management Model: middleware 
must propose a knowledge database management 
at Robot level, and at Local Knowledge 
repository level, and at worldwide knowledge 
repository, in manner that each part still weakly 
coupled to other. 

• AI repository solutions management: depend on 
hardware Robot capacity, it can download some 
solutions from local repository and keep those 
solution at local level, the same for local and 
worldwide AI repository solutions, in manner 
that each part still weakly coupled to other, but in 
some case Robot can delegate treatment to a 
higher level if it is out of its capacity.  

• Real time capability: commanding some part of 
robots or connected objects, require real time 
capability especially in industrial applications. 

• Availability as Open source platform: Our goal is 
to develop a Collaborative Open Platform for a 
DAI so it is normal that the based bricks must be 
open source. 

• Fault Detection and Recovery: There is always 
the possibility of a fault at runtime. The faults in 
the robot’s node should be detected and 
localized, and also, the robot should be able to 
complete its mission or at least to proceed to a 
safe mode 

• Security: the middleware must ensure the 
security and confidentiality of information 
transmitted between nodes 

 
5. Existing middleware Architecture 
 
 Following the earlier papers, we have already opted 
for the following middleware: ROS [6], ACOSO  [37], 
JCAF [29], Aura [27], UBIWARE [39], Voyager [32]. 
Also we found other interesting middleware to complete 
our comparison like: LMAARS [53], ICARS [54], 
COROS [55], SOCRADES [56] and those [57-62].   
 
5.1 ROS: an open-source Robot Operating System 
 
ROS is a tiny P2P middleware; it provides multi-lingual 
support through interface definition language (IDL). It is 
based on component paradigm. Messages are marshalled 
to XML-RPC and based on publish/subscribe 
communication. Released as open source; its community 
has grown quickly since 2009. Support Linux and 
partially windows; there is no explicit security layer and 
not support real time commands.  
 
 5.2 An agent-based middleware for cooperating smart 
objects (ACOSO) 
 
ACOSO is a middleware based on MAS paradigm, and on 
an event-driven proactive architecture; two different 
communication models are adopted (message passing and 
publish/subscribe), ACOSO currently relies on JADE 
framework and add device management subsystem, it is 
platform independent. It satisfy the knowledge 
management through the KBManager, until writing this 
lines, ACOSO are not available for download. It supports 
many communication protocols such as IEEE 802.15.4, 
ZigBee and 6LowPan. 
 
5.3 Distributed interface bits: dynamic dialogue 
composition from ambient computing resources 
(Voyager) 
 
Voyager is a middleware based on Component paradigm, 
it focus on smart objects in a ambient environment, it 
support the context awareness, and some communication 
protocol such as Bluetooth/L2CAP, it wasn’t build 
initially for robotic usage, that’s why many concept are 
missed. 
 
5.4 a service infrastructure and programming 
framework for context-aware applications (JCAF) 
 
JCAF is a middleware based on Distributed object 
paradigm, by using Java RMI. It is platform independent; 
messages are transmitted through publish/subscribe 
mechanism. A Context Service is looked up using the 
Java RMI Registry and accessed using RMI invocation. 
Security is implemented using an authentication 
mechanism based on a digital signature using the Java 
Authentication and Authorization Service (JAAS). 
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5.5 Aura: an architectural framework for user 
mobility in ubiquitous computing environments 
 
Aura is a middleware for smart environment, its aim goal 
is maximize the use of available resources, and minimize 
user distraction and drains on user attention, it is based on 
distributed objects paradigm, communication protocol 
support JAVA RMI and CORBA, it support knowledge 
management by a Context Observer component and it is 
platform independent, no security layer are implemented. 
 
5.6 SMART SEMANTIC MIDDLEWARE FOR THE 
INTERNET OF THINGS (UBIWARE) 

UBIWARE is a P2P middleware based on MAS 
paradigm, and FIPA communication protocols, it provides 
distributed resources histories, and the semantic resource 
discovery. It not supports natively security layer. It has 
good scalability and interoperability; the project is on 
stand by since 2013. 
 
5.7 A Layered Middleware Architecture for 
Automated Robot Services (LMAARS) 

This middleware adopt Web service paradigm, it is 
divided to tree layers: robot service layer, robot 
application service control layer, and robot application 
service layer, the authors propose a context aware 
workflow language to express the relationship of robot 
services with service flow, marshalling are done through 
XML messages, and the SOAP protocol is adopted. No 
security layer is present. 
 
5.8 A Device Abstraction Framework for the Robotic 
Mediator collaborating with Smart Environments 
(ICARS) 

This middleware is based on Distributed objects 
paradigm, it provide an IDL that is compiled into JAVA 
or C++ interfaces. It is platform independent and use 
JAVA RMI and CORBA protocols. Its main goal is 
ambient house. 
 
5.9 Transparent Multi-Robot Communication 
Exchange for Executing Robot Behaviours 

This middleware was based on ROS, it provide additional 
concept, which can be interesting for as: the robot as 
service, the authors present a way that allow robot asking 
some tasks to be done without any previous knowledge 
about who will execute the service. 
 
5.10 Structuring Communications for Mobile Cyber-
Physical Systems 

This middleware was based on Agents paradigm, it use 
TDMA protocol on the top of Commercial Off-The-Shelf 
wireless communication technologies. The authors 

introduce the concept of Real Time Database, and to 
satisfy an efficient resource utilisation, he advises sharing 
Agents states in period of high team interaction, and 
separate data access from data transmission. 
 
5.11 Integration of service robots in the smart home by 
means of UPnP: A surveillance robot case study 

The authors explain in this study, the utility of using 
UPnP protocol, which is widely used today in our daily 
life. This middleware is platform dependant and more 
work need to be done to reach a mature level. 
 
5.12 A New ROS-based Hybrid Architecture for 
Heterogeneous Multi-Robot Systems 

This middleware is based on ROS; it comes to solve the 
weakness in distributed architecture, especially 
uniqueness of ROS master, which mean there will be 
always a robot master, and the P2P architecture is so 
broken. The solution proposed is a cluster of Nodes that 
collaborate together. 
 
5.13 COROS: A Multi-Agent Software Architecture 
for Cooperative and Autonomous Service Robots 

This middleware aims to implement multi-robot 
applications on top of ROS, this middleware propose 
some concept like (problem solving, knowledge base, 
decentralization, fault tolerance), the knowledge base is 
used only to store tasks execution states, for remote 
communication it is based on JSON through UDP, one 
thing that was interesting in this middleware, that each 
robot carries its proper knowledge, and refresh this base 
within a specific timeout.    
 
5.14 An Infrastructure for Robotic Applications as 
Cloud Computing Services 

This middleware provide a solution based on Cloud 
paradigm, with different level, which answer partially our 
need for the multi-levels knowledge management. It is 
implemented using JXTA; the communication between 
nodes is based on P2P, and it is platform independent. 
 
5.15 SOA-based Integration of the Internet of Things 
in Enterprise Services (SOCRADES) 

This middleware is based on Web service paradigm, the 
communication use publish/subscribe mechanism and the 
SOA protocol, it is based on JAVA technologies, and it is 
platform independent 
 
6. Conclusion 
 
A big work was done until know for developing suitable 
middleware for both robotic applications and smart 
environment, but several challenges remain to be raised, 
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among other, standardisation on knowledge 
representation, developing a collaborative DAI, and 
securing most of studied middleware. Some project are 
distinguished from others by their maturity, but no one is 
perfect, to reach our goal about developing COPDAI, 
many solutions seam to be a good start point, like COROS 
and [61], combining multiple paradigm such as Cloud 
computing and MAS also can be a good solution. Future 
work will detail each brick in our target architecture. 
Thereafter, we will instantiate a Framework respecting the 
proposed model. Finally, we will validate this work by 
making applications with different types of robots and 
connected objects. 
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